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Abstract. The paper studies the problem of tracking a target robot by an
observer robot. The strategy of the target robot is not known in advance. The
observer robot will try to learn the target's robot strategy by keeping a model
about the target robot behaviour. This will be done by modelling the tracking
problem as a repeated two player game, where the robots objective is to look for
strategies that maximizes their expected sum of rewards in the game. We make
the assumption that the robot motion strategies can be modelled as a finite
automata. First we suppose that they behave competitively and theh we relax
this constraint to explore the case of a more general kind of interaction between
the target and the observer.

1 Introduction

Many applications require continuous monitoring of a moving target as is the case of
movie filming of moving actors whose motions are not known in advance and is
necessary to keep inside the scope of the camera the actions of the main character.

Other application can be the virtual presence for trying to keep track remotely of some

moving objects as vehicles, people, etc. Another application of robot tracking can be
the automated surveillance of museums where there can be a robot that follows a

guest from the beginning of his visit till he leaves the museum. In the last few years

many research efforts have been done in the design and construction of efficient

algorithms for reconstructing unknown robotic environments [12][13][14][15] and apply

learning algorithms for this end [12][13]. When we are looking for efficient interaction
strategies we have to take into account the reward obtained for the actions executed in

that moment as well as the consequences of the taken actions on the future behaviour
of the other entities. This task can become very hard given that the effectiveness of

the interaction strategy depends on the strategies of the other agents. The problem is

that the strategies of the other agents are private. For dealing with these problems it is

necessary to provide the agents with the capability to adapt their strategies based on
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their interaction history. This implies that we have to endow the agents with learning

capabilities. In the near past there have been written many excellent articles on

learning models of intelligent agents as those elaborated by David Carmel & Shaul

Markovitch [1] [2]. In the field of Multi-agent Systems there have been written

excellent papers about Markov games as a framework for multi-agent reinforcement

learning (M.L. Littman [6]). In the field of robot motion planning there 
has been

published very interesting papers about the problem of calculating motion strategies

for maintaining visibility in space cluttered by obstacles, of a moving target whose

movements were partially predictable and where the movements of the target robot as

well as the observer robot have uncertainties. One of the main concerns on robot

tracking is to keep the visibility of the target robot by maintaining the target on the

scope of the cone of the visual sensor of the observer robot (S. La Valle et al [4] [5]).

Another very important concern that can be found in many papers on robot tracking is

to keep the visibility in real time of the target robot whose behaviour is unpredictable

by using a reactive planner (R. Murrieta et al [7]). These last to papers [4] [5] and [7]

will be the starting point of the present paper where we will propose some extensions

under the focus of interest of game theory. In [4] [5] and [7] they make the

assumption that the strategy of the target robot is to evade the observer robot and

based on that they propose geometrical and probabilistic solutions of the tracking

problem which consists on trying to maximize, by the observer, the minimal distance

of escape of the target. We feel that the solution lacks at least in two aspects. First the

target don't interact with the observer so there is no evidence that the strategy will try

to escape if it doesn't knows what are the actions taken by the observer. The second

aspect is that even if there can take place some sort of interaction between the target

and the observer, the target is not necessarily following an evasion strategy so this

may produce a failure on the tracking task.

In Section 2 we retake the formulation given in [5] and we will make some

remarks about the limitations of this approach. In section 3 we will provide a precise

formulation of the problem in terms of strategies in game theory and present a

modelling of the tracking problem as a repeated two game player. In Section 4 we
present some concluding remarks and future works to be done by us.

2 Formulation of the Tracking Problem as a Robot Motion

Planning Problem

The problem can be posed in a worst case situation where the target robot try to evade

the observer robot. Under this assumption the main goal of the strategy of the
observer robot or pursuer will be to guarantee that the target robot or evader will be

found for all possible motions. We can initially assume that the pursuer is equipped
with vision or range sensing and that both robots are modelled as 2D points so each

robot has a configuration space of dimension 2. This is a generalization of the

evasion-pursuit that have been studied and formalized as a general decision problem

where two agents have diametrically opposed interests. So the pursuer and the evader

are modelled as points on the plane that is a bounded 2D Euclidean space cluttered by

polygonal obstacles such that the task of keeping in a visibility cone the evader makes

the problem become harder and by consequence, more appealing from the standpoint
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respective limited-of-the-means common utility functions then we can model the
tracking problem of the kind evader/pursuer as a two-player repeated game. As can
be seen the utility functions are more general and the evader/pursuer case is just an
instance of the possible behaviors, so with these theoretic game model we can deal

with more general behaviors depending on the utility functions u,u' chosen.

3.1 Learning the Target's Automata

In this paper we assume that each robot is aware of the other robot actions, i.e.

Σ°, Σ' are common knowledge while the preferences u°,u' are private. It is

assumed too that each robot keeps a model of the behavior of the other robot. The

strategy of each robot is adaptive in the sense that a robot modifies his model about

the other robot such that the first should look for the best response strategy w.r.t. its

utility function. Given that the search of optimal strategies in the strategy space is
very complex when the agents have bounded rationality it has been proved in [10] that
this task can be simplified if we assume that each agent follow a DFA strategy. In [8]
has been proven that given a DFA opponent model, there exist a best response DFA that can be

calculated in polynomial time. In the field of computational learning theory it has been proved
by E.M. Gold [11] in that the problem of learning minimum state DFA equivalent to an
unknown target is NP-hard. Nevertheless D. Angluin has proposed in [3] a supervised learning

algorithm called ID which learns a target DFA given a live-complete sample and a

knowledgeable teacher to answer membership queries posed by the learner. Later Rajesh
Parekh, Codrin Nichitiu and Vasant Honavar proposed in [9] a polynomial time incremental

algorithm for learning DFA. That algorithm seems to us well adapted to the tracking problem
because the robots have to learn incrementally the strategy of the other taking as source of

examples the visibility information as well as the history about the actions performed by each
agent.

4 Conclusions and Future Work

As we have exposed in the present work, the one-observer-robot/one-target-robot tracking
problem can be formulated as a two-player game and enable us to analyse it in a more general

setting than the evader/pursuer case. The prediction of the target movements can be done for

more general target behaviours than the evasion one, endowing the agents with learning DFA's
abilities. The next step will be to elaborate the associated algorithms and implement them in a

computer program. Another interesting issue is to apply the algorithms to the case of many
evaders and many pursuers.
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